Estimation of Change from National Park Service Survey Data

Results and summary of a workshop held 11-12 March 2003 at the Patuxent Wildlife Research Center, Laurel MD

The Inventory and Monitoring program of the National Park Service and the Status and Trends Program of the United States Geological Survey convened a workshop on estimating population change from monitoring data at the Patuxent Wildlife Research Center.  USGS biologists and statisticians, researchers with interest in population estimation methods, and NPS staff were invited to participate.  Participants were provided 3 sample datasets before the meeting, and were asked to provide analyses that they felt best suited the data.  During the workshop, a variety of methods were discussed, along with more general discussions regarding goals and power analysis.  This summary provides an overview of the discussion, with sections that summarize major topics of discussion.  Complete presentations, examples, and additional documentation are available through the project web site.

Description of the General Problem  In recent years, a substantial body of statistical literature has developed to address the issue of estimation of change (e.g., Diggle et al. 1994).  When data are collected from a single site (or averaged from a set of sites) over a series of years, trend and periodic features of population change can be evaluated using a series of tools known as Time Series Analyses (e.g. ARIMA models Box et al. 1994).  Often, monitoring programs collect data at a series of consistent sites over time, allowing for independent replicates over space.  Methods designed to estimate change from these replicated samples are called longitudinal studies, or panel designs.  A variety of analyses could be conducted for any dataset, but many methods are quite complicated and not generally available to biologists.

It is impossible to design monitoring programs unless the methods for analysis are well defined.  Knowledge of analysis is essential for evaluation of efficiency of a proposed design, and most monitoring program are hampered by use of sample allocation procedures that are not based on a reasonable analysis of the data.   Consequently, most NPS monitoring activities present 3 analytical challenges:

1. Historical data were often collected without regard to appropriate designs.  Analyses of these data are problematic because target and sample populations are not well defined, and sampling methods often produce flawed indexes of response variables.  For these studies, it is important to both apply analysis methods that accommodate deficiencies of the original designs and to clearly state the limitations on inference imposed by the design.  For example, roadside surveys produce results that only reflect roadside populations, and changes in counting methods can induce patterns in estimates that do not reflect population change (Sauer 2003).

2. Monitoring programs presently under development are sometimes based on unrealistically simple analytical methods.  For example, monitoring programs that are designed to estimate “trend” (interval-specific change) are sometimes based on the route-regression methods associated with program MONITOR (Gibbs and Melvin 1997).  However, most users do not spend the time needed to develop a clear understanding of the needed variance components, and indiscriminant application of MONITOR can lead to unrealistically small sample sizes.  Monitoring programs must be based on realistic analyses, and limited understanding of analytical methods lead users to overly simplistic approaches that run the risk of not meeting objectives.

3. Alternatively, some programs are adopting complex designs that require considerable planning and commitment to properly implement.  For example, rotating panel designs, in which a relatively small number of sites are sampled each year from a larger pool of sites, have been adopted in several parks.  However, those designs may be not provide useful information for several years, and simple analyses of complicated designs tend to lead to incorrect results. 

The temptation for those analyzing data produced in these 3 situations is to ignore the complexity and conduct simple analyses such as Analysis of Variance.  However, consideration of the design of the study and analysis of factors likely to be confounded with population change will lead to much more robust and useful designs.  In this report, we identify some of these problems and suggest some analytical methods that should be useful in analyses.

Goals of Analysis.  Estimation of “trend,” or interval-specific change, is often cited as a primary goal of monitoring.  However, this goal has to be given a specific context to be useful for planning monitoring and defining analyses.  In particular, change has to be estimated for a specific area and time period, and the information has to have a specific outlet.  These outlets include (1) providing information regarding area-specific change in natural resources for a Geographic Information System (GIS) used by Park managers and scientists; (2) providing essential information for addressing scientific hypotheses related to factors that influence population change (such as Ultraviolet Radiation, Ozone, or other environmental features); (3) integrated assessments of changes in natural resources; and (4) an adaptive management framework in which monitoring data provides direct information to assess the results of management.  Without a clear definition of the goals and the products associated with monitoring, it is impossible to design a monitoring program, and any analysis from the data is likely to be suspect.

In particular, defining goals and products is in effect the first step in the analysis.  Defining the needed products from a monitoring program is essential for precise quantitative descriptions of the parameter to be estimated and the needed precision.  Next, we suggest that description of the analysis method is also prerequisite to reasonable development of monitoring programs.  Without an understanding of both the analysis method and the required precision, it is impossible to adequately define needed samples and design surveys.  Controversy about power analyses reflect the need to adequately define the analysis, as all power analyses are based on a specific analysis.  Use of generic programs often do not provide relevant analyses for actual monitoring programs.  

Design Issues and Inference.  Feedback between proposed analyses and designs of surveys is a crucial component of monitoring development.  It is more the rule than the exception that monitoring programs are extremely difficult to analyze, and much of this difficulty is due to the fact that analyses are not clearly defined before the survey is designed.  For any analysis of population change from surveys, understanding of the design of the sampling is essential for the analysis of variance components.  In many historical monitoring programs, the area sampled is not the same as the area of interest, and the data collection methods are flawed.  This problem affects even that largest of surveys (e.g., Bird Surveys in North America), and but is critically true for National Park Service Surveys in which personnel and method changes make estimation of population change particularly problematic.  These flaws in design fall into 2 general categories:


1.  Sample frame deficiencies.    The sampled population is not the same as the target population.  Often, these design problems are based on practical constraints on sampling (such as access issues), and can be accommodated during the design phase.  However, other deficiencies such as roadside counts are often still a component of many surveys.   For monitoring programs, the survey can be unbalanced over time and space, and unplanned modifications of the survey design (e.g., locations of sampled sites, timing of surveys, etc) create significant challenges for analysts.  


2.  Detectability issues.  Often, counts are incomplete, in that the number of individuals counted during sampling is less than the actual number of individuals present.  This incomplete counting can be a critical deficiency of biological sampling, and a great deal of biological statistics is devoted to developing methods for estimation of the detection rates while sampling.   For analysis of monitoring data, detectability issues create complications in 2 ways.  First, if detectability is estimated during sampling, it must be accommodated in the analysis, and many statistical approaches for detectability estimation explicitly allow for the estimation of population change (e.g., Hines and Nichols 2002) .  Second, if detectability is not estimated during sampling, factors that may influence detection rates must be included as covariates in the analysis to prevent bias (e.g., Link and Sauer 1998).  • 

State variables for monitoring.  Choice of information to be collected in monitoring programs must reflect the goals of the monitoring and the feasibility of alternative designs.  Implicitly, animal or plant monitoring often involves estimation of abundance or density, but other state variables may be of interest depending on goals of the monitoring and available resources.  For each variable, dynamics of change is expressed in terms of vital rates as noted below (J. D. Nichols, Personal Communication).   Generally, 3 variables are often considered:

1. Population abundance is used as a variable that population dynamics.

Trends in abundance reflect changes in rates of survival, reproduction, and movement.  Occasionally, density is considered as an alternative to abundance as a state variable, but all “index” surveys only collect abundance (or relative abundance) data that are not easily converted to density estimates. 

2.  Site occupancy is used as a variable that reflects patch dynamics.

Trends in site occupancy are influenced by rates of patch extinction and colonization.

3. Species richness is used as a variable that reflects community dynamics.  Trends in species richness are influenced by rates of extinction and colonization.  

Of course, many other variables associated with animal and plant populations are often monitored.  For example attributes such as cover are also considered in vegetation monitoring.

Example datasets.   Monitoring data used in the workshop was selected from ongoing monitoring programs of sea urchins, vegetation, and birds:

1. Sea urchins.  Red Urchins were monitored on 16 sites near 54 islands in the Channel Islands National Park.  Each site had 20, 2 m2 quadrats located along permanent transects, and were monitored between 1985-2001.  Information about the survey and protocols are available at http://www.nature.nps.gov/im/units/chis/htmlpages/KFM-HandbookVol1.pdf and http://www.nature.nps.gov/im/units/chis/htmlpages/KFM-HandbookVol2.pdf. 
2. Vegetation.   Data were collected along transects from 1987-2001 at  southeastern Utah Parks (e.g., Canyonlands [Island in the Sky, Maze, and Needles], Arches, Natural Bridges, Hovenweep).  We analyzed cover data for Blackbrush Coleogyne ramosissima.  Data on means by transect were available for the entire time series.  Data collection protocols were provided by the investigators.
3. Birds.  Channel Islands National Park has monitored birds along roadside transects over the interval 1994-2000.  Distance data were collected for each observation.  Data were not collected during 1999, and 3 observers participated in the monitoring.

In addition to these datasets, additional data from the North American Breeding Bird Survey and from salamander surveys were also analyzed.

Unfortunately, the workshop did not provide comprehensive or definitive analyses of any of these datasets.  This reflects two of the realities of analysis of data:  (1)  Unless the analysis of monitoring data is specified before the data are collected, uncertainties will always exist with any analysis implemented after the data collection.  (2)  Most datasets have deficiencies that complicate any analysis and require assumptions.  Most participants chose to analyze a species from the urchin datasets, as this dataset provided the most representative design framework to discuss in the analysis.

Methods Discussed.  Methods of estimation of change were discussed for each of the 3 state variables (population size, site occupancy, and species richness).

A very large literature exists on analysis of change over time, and it is often difficult to distinguish which approach is appropriate for a particular dataset.   In practice, the method will be dictated by (1) the goals of the analysis; (2) the manner in which the data were collected; and (3) logistical constraints such as missing data and other unanticipated factors.  Many specialized techniques exist for different situations.  

· Time Series Analyses are useful for extracting components (trend, cycles, etc) from a series of counts, are very useful in situations where yearly (or any consistent period) estimates of a population attribute are available from a fairly long time series.  Methods such as Autoregressive Integrated Moving Average modeling (or ARIMA models)  fit this category, as do smoothing models such as LOESS and spectral analyses.   These methods are often applied to model change in economic time series such as quarterly beer sales.  However, the methods become difficult to apply for short-duration series, or if the population attribute is inconsistently estimated over time.

·  Longitudinal Data Analysis.  In these analyses, a collection of sites are monitored over time, and change within sites is estimated.  These methods are often applied to medical studies, where physiological attributes of individuals are monitored over time.  One common approach to analysis of these data employs modified versions of Analysis of Variance (ANOVA), in which the standard methods are generalized to allow non-normal distributions (such as Poisson models for counts) and overdispersion (extra variation associated with heterogeneity among sites).  Time is an explanatory variable in these analyses.  Accommodation of dependence over time in these models leads to ANOVA approaches such as Split Plots, in which responses among sites are assumed to have a uniform correlation.  More realistic approaches assume a variety of forms for the dependence over time, leading to Repeated Measures models.  

· Trend Estimation.   Many methods exist for estimation of interval-specific estimates of change (Trend) from individual sites or from collections of sites that are monitored over time.  Many parametric (linear regression) and Nonparametric (sign test, etc) exist in the literature for trend analysis from single sites.  Often investigators use these approaches to estimate composite trends from collections of sites by applying them to the sites and combining them to get an overall analysis (Profile Summary Analyses, or Route-regression Analyses).  

· Direct Estimation of Change as Part of a Capture-Recapture (or Other) Analysis.  Because many biological sampling requires estimation of detection rates as part of the sampling, it is logical to consider estimation of population change as part of  composite analysis in which detectability rates and change are estimated simultaneously.  Programs such as MARK, COMDYN, and PRESENCE now provide parameterizations for change.

It is often difficult to catalogue these methods, as all are interrelated by the common need to model correlation over time.  Generalized additive models, for example, have characteristics of both time series analyses and of longitudinal analyses. 

Approaches to Analysis of Population Change

1. Define Goal of Analysis.  Presumably, this should have been done as part of the design of the study.  However, many biologists (and statisticians) find themselves responsible for data collection programs that were designed without proper regard for possible future analyses.  In these cases, it is necessary to carefully review the manner in which data were collected to determine the appropriate parameters for estimation.  Ideally, one would want yearly estimates of the population attribute of interest, as well as summary estimates of change.  However, often it is only possible to estimate interval-specific change.
2. Evaluate Temporal and Spatial Design of Sampling.  All appropriate analyses are based on an understanding of how the data were collected.  A few aspects that must be understood include:
a. Are sample sites repeatedly sampled, or are new sites selected each sampling period?   Most studies are based on repeated samples at sites (Panel Designs), and this sampling effectively creates replicate time series that can each be analyzed separately (Profile Summaries) or collectively (ANOVA-type analyses).
b. Are sample sites based on clusters of individual samples?  If so, one must decide how to treat information within sites.  Breeding Bird Survey (BBS) routes are composed of 50 individual point counts.  For analysis, data are aggregated to the scale of the survey route by summing.  Individual point data could be analyzed, but doing so introduces the additional complication that point counts within routes are more likely to be similar to each other than to point counts from other routes.  Treating all points as independent will likely introduce psuedoreplication.
c. Do sample sites provide inference to a larger area, or are they simply a collection of selected sites?  Often, sites were selected to monitor areas of particular interest.  If samples are not selected in such a way as to provide a probabilistic sample, they do not permit inference about the area, but only about the sampled sites.

d. Most biological sampling exercises are based on methods that do not provide censuses at sample sites.  For example, point counts of birds do not provide censuses.  Methods that provide incomplete counts require additional analyses:

i. If additional information is available (e.g., distance data from point counts), analyses of detection rates can be conducted.  The bird survey data contains an example of these analyses.

ii. If additional information is not available, then factors that might influence counts should be incorporated as covariates in the analysis.  See Bennetts et al. (1998) for an example of this.

e. Are missing data going to complicate the analysis?  Missing sample periods can limit the fitting of most statistical models, and often can only be overcome with heroic assumptions (see bird example). 

3. Begin the Analysis by Plotting the Data in Space and Time.  For each site, the time series can be plotted and summary estimates of change calculated using a variety of regression and smoothing approaches.  These summary estimates can be plotted on maps (site locations should be in Arc View shape files to facilitate these sort of displays).  For some datasets, these graphic displays and summaries of site-specific change may be sufficient for analysis, as additional summary (e.g. of a composite estimate among sites) may not be relevant.

4. Apply One of the Methods Described in this Report.  

