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In the context of population analyses as in Royle & Dorazio (2008) and in Kéry & Schaub (2012), data augmentation (DA), or more completely, parameter-expanded data augmentation (PX-DA; Royle & Dorazio, Journal of Ornithology, 2010), is a "trick" to simplify the fitting of a model by fitting a variant of the original model with one additional hierarchical layer. We can also say that we fit a zero-inflated version of the original model or, in the context of the closed-population models in chapter 6 of the BPA book, that a closed-population model is converted into an occupancy model, where there is the added hierarchical model layer for the state process, i.e., for the presence/absence indicators z.

DA has particular advantages for an MCMC-based Bayesian analysis of a model, because it makes constant the dimension of the parameter space for parameters related to the individuals in the analysis. Hence, models with individual effects can be fit with much simpler algorithms than without DA.

However, DA is not intrinsically a Bayesian technique. This is illustrated here where we show that identical estimates (up to rounding error ?) of population size are obtained from a likelihood fit of a closed-population model of type M0 and of the total number of occupied sites in the corresponding site-occupancy model psi(.)p(.).

We simulate data and then analyse capture frequencies using model M0 and code provided by Andy Royle from the R&D book (chapter 5). Then, we augment the capture data, fit an occupancy model and estimate the number of occupied sites.

# Preliminaries
library(unmarked)          # Load unmarked for occupancy model

# Define function to simulate data under M0
data.fn <- function(N = 100, p = 0.3, T = 5){
   yfull <- yobs <- array(NA, dim = c(N, T))
   for (j in 1:T){
      yfull[,j] <- rbinom(n = N, size = 1, prob = p)
      }
   C <- sum(apply(yfull, 1, max))
   yobs <- yfull[apply(yfull, 1, max) == 1,]
   cat(C, "out of", N, "animals present were detected.\n")
   return(list(N = N, p = p, C = C, T = T, yfull = yfull, yobs = yobs))
}

# Define likelihood (from Royle & Dorazio 2008, p. 169)
lik0<-function(parms){    
  p<-  expit(parms[1])
  n0<- exp(parms[2])
  N<-nind + n0
  cp<-dbinom(0:nrep, nrep, p)
  -1*(lgamma(N+1) - lgamma(n0+1) + sum(c(n0,detfreq)*log(cp) ))
}


# Now play

# Create one data set (may try a couple of variants)
data <- data.fn(N = 100, p = 0.4, T = 3)
data <- data.fn(N = 100, p = 0.4, T = 5)
data <- data.fn(N = 1000, p = 0.1, T = 3)
data <- data.fn(N = 1000, p = 0.1, T = 3)
data <- data.fn(N = 1000, p = 0.2, T = 3)
data <- data.fn(N = 1000, p = 0.4, T = 5)


# (1) Fit closed-captures model M0 using MLE code
(detfreq <- table(apply(data$yobs, 1, sum))) # Detection frequencies
(nind<-sum(detfreq))
(nrep <- data$T)
(tmp <- nlm(lik0,c(0,0),hessian=TRUE))
(phat.CC <- c(tmp$estimate[1], sqrt(diag(solve(tmp$hessian) ))[1]))
(Nhat.CC <- nind + exp(tmp$estimate[2]))
(SE <- sqrt(diag(solve(tmp$hessian) )))  # This is on the logit scale


# (2) Fit occupancy model (i.e., use PX-DA instead)
nz <- 150                   # Number of potential individuals thrown in
nz <- 1500                   # Number of potential individuals thrown in
dataobs <- data$yobs        # Observed data in detection history format
dataaug <- rbind(dataobs, array(0, dim =c(nz, data$T)))
umf <- unmarkedFrameOccu(y = dataaug)
summary(umf)
summary(fm.occ <- occu(~1 ~1, umf))
(occ.hat <- backTransform(fm.occ, type = "state")) 
(Nhat.occ <- occ.hat@estimate * nrow(dataaug))
phat.occ <- summary(fm.occ)$det[,1:2]

# Summary/comparison
res.table <- matrix(c(data$N, data$p, data$C, Nhat.CC, phat.CC[1], NA, NA, phat.CC[2], NA, Nhat.occ, phat.occ[1], NA, NA, phat.occ[2], NA), ncol = 5)
rownames(res.table) <- c("N", "p", "# obs.ind")
colnames(res.table) <- c("Truth", "MLE CC", "SE CC", "MLE occ", "SE occ")
print(res.table, 4)
# Note that the estimates X of p are on logit scale
# to convert onto probability scale can do plogis(X)
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